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Figure 8.26 |  Multi-model mean RF (W m–2) due to aerosol–radiation interaction of all anthropogenic aerosols (first and second rows) and anthropogenic carbonaceous (BC+OC) 
aerosols (third and fourth rows), and total ozone (fifth and sixth rows) in 2030 (left) and 2100 (right) relative to 2000 for RCP2.6 (top each) and RCP8.5 (bottom each) based on 
the ACCMIP simulations. The seventh row shows multi-model mean ERF (W m–2) by all anthropogenic aerosols in 2030 (left) and 2100 (right) relative to 2000 for RCP8.5. Global 
area-weighted means are given in the upper right of each panel.
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8.7 Emission Metrics

8.7.1 Metric Concepts

8.7.1.1 Introduction

To quantify and compare the climate impacts of various emissions, 
it is necessary to choose a climate parameter by which to measure 
the effects; that is, RF, temperature response, and so forth. Thus, var-
ious choices are needed for the steps down the cause–effect chain 
from emissions to climate change and impacts (Figure 8.27 and Box 
8.4). Each step in the cause effect chain requires a modelling frame-
work. For assessments and evaluation one may—as an alternative to 
models that explicitly include physical processes resulting in forcing 
and responses—apply simpler measures or metrics that are based on 
results from complex models. Metrics are used to quantify the contri-
butions to climate change of emissions of different substances and can 
thus act as ‘exchange rates’ in multi-component policies or compar-
isons of emissions from regions/countries or sources/sectors. Metrics 
are also used in areas such as Life Cycle Assessments and Integrated 
Assessment Modelling (e.g., by IPCC WGIII).

Metrics can be given in absolute terms (e.g., K kg–1) or in relative terms 
by normalizing to a reference gas — usually CO2. To transform the 
effects of different emissions to a common scale — often called ‘CO2 
equivalent emissions’—the emission (Ei) of component i can be mul-
tiplied with the adopted normalized metric (Mi): Mi × Ei = CO2-eqi. 
Ideally, the climate effects of the calculated CO2 equivalent emissions 
should be the same regardless of the mix of components emitted. 
However, different components have different physical properties, and 
a metric that establishes equivalence with regard to one effect cannot 
guarantee equivalence with regard to other effects and over extended 
time periods, for example, Lauder et al. (2013), O’Neill (2000), Smith 
and Wigley (2000), Fuglestvedt et al. (2003).

Figure 8.27 |  The cause–effect chain from emissions to climate change and impacts showing how metrics can be defined to estimate responses to emissions (left) and for develop-
ment of multi-component mitigation (right). The relevance of the various effects increases downwards but at the same time the uncertainty also increases. The dotted line on the 
left indicates that effects and impacts can be estimated directly from emissions, while the arrows on the right side indicate how these estimates can be used in development of 
strategies for reducing emissions. (Adapted from Fuglestvedt et al., 2003, and Plattner et al., 2009.)

Metrics do not define goals and policy—they are tools that enable 
evaluation and implementation of multi-component policies (i.e., 
which emissions to abate). The most appropriate metric will depend 
on which aspects of climate change are most important to a particu-
lar application, and different climate policy goals may lead to differ-
ent conclusions about what is the most suitable metric with which 
to implement that policy, for example, Plattner et al. (2009); Tol et al. 
(2012). Metrics that have been proposed include physical metrics as 
well as more comprehensive metrics that account for both physical and 
economic dimensions (see 8.7.1.5 and WGIII, Chapter 3).

This section provides an assessment that focuses on the scientific 
aspects and utility of emission metrics. Extending such an assessment 
to include more policy-oriented aspects of their performance and 
usage such as simplicity, transparency, continuity, economic implica-
tions of usage of one metric over another, and so forth, is not given 
here as this is beyond the scope of WGI. However, consideration of 
such aspects is vital for user-assessments. In the following, the focus is 
on the more well-known Global Warming Potential (GWP) and Global 
Temperature change Potential (GTP), though other concepts are also 
briefly discussed.

8.7.1.2 The Global Warming Potential Concept

The Global Warming Potential (GWP) is defined as the time-integrat-
ed RF due to a pulse emission of a given component, relative to a 
pulse emission of an equal mass of CO2 (Figure 8.28a and formula). 
The GWP was presented in the First IPCC Assessment (Houghton et al., 
1990), stating ‘It must be stressed that there is no universally accepted 
methodology for combining all the relevant factors into a single global 
warming potential for greenhouse gas emissions. A simple approach 
has been adopted here to illustrate the difficulties inherent in the 
concept, ...’. Further, the First IPCC Assessment gave no clear physical 
interpretation of the GWP.
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A direct interpretation is that the GWP is an index of the total energy 
added to the climate system by a component in question relative to 
that added by CO2. However, the GWP does not lead to equivalence 
with temperature or other climate variables (Fuglestvedt et al., 2000, 
2003; O’Neill, 2000; Daniel et al., 2012; Smith and Wigley, 2000; 
Tanaka et al., 2009). Thus, the name ‘Global Warming Potential’ may be 
somewhat misleading, and ‘relative cumulative forcing index’ would 
be more appropriate. It can be shown that the GWP is approximately 
equal to the ratio (normalizing by the similar expression for CO2) of the 
equilibrium temperature response due to a sustained emission of the 
species or to the integrated temperature response for a pulse emission 
(assuming efficacies are equal for the gases that are compared; O’Neill, 
2000; Prather, 2002; Shine et al., 2005a; Peters et al., 2011a; Azar and 
Johansson, 2012).

The GWP has become the default metric for transferring emissions of 
different gases to a common scale; often called ‘CO2 equivalent emis-
sions’ (e.g., Shine, 2009). It has usually been integrated over 20, 100 
or 500 years consistent with Houghton et al. (1990). Note, however 
that Houghton et al. presented these time horizons as ‘candidates for 
discussion [that] should not be considered as having any special sig-
nificance’. The GWP for a time horizon of 100 years was later adopted 
as a metric to implement the multi-gas approach embedded in the 
United Nations Framework Convention on Climate Change (UNFCCC) 
and made operational in the 1997 Kyoto Protocol. The choice of time 
horizon has a strong effect on the GWP values — and thus also on the 
calculated contributions of CO2 equivalent emissions by component, 
sector or nation. There is no scientific argument for selecting 100 years 
compared with other choices (Fuglestvedt et al., 2003; Shine, 2009). 
The choice of time horizon is a value judgement because it depends 

Box 8.4 |  Choices Required When Using Emission Metrics

Time frames: One can apply a backward-looking (i.e., historical) or a forward-looking perspective on the responses to emissions. In 
the forward-looking case one may use pulses of emissions, sustained emissions or emission scenarios. All choices of emission perturba-
tions are somewhat artificial and idealized, and different choices serve different purposes. One may use the level (e.g., degrees Celsius) 
or rate of change (e.g., degrees Celsius per decade). Furthermore, the effects of emissions may be estimated at a particular time or be 
integrated over time up to a chosen time horizon. Alternatively, discounting of future effects may be introduced (i.e., a weighting of 
effects over time).

Type of effect or end-point: Radiative forcing, temperature change or sea level change, for example, could be examined (Figure 
8.27). Metrics may also include eco/biological or socioeconomic damages. The choice of climate impact parameters is related to which 
aspects of climate change are considered relevant for interpretation of ‘dangerous anthropogenic interference with the climate system’ 
(UNFCCC Article 2).

Spatial dimension for emission and response: Equal-mass emissions of NTCFs from different regions can induce varying global 
mean climate responses, and the climate response also has a regional component irrespective of the regional variation in emissions. 
Thus, metrics may be given for region of emission as well as region of response.

Some of the choices involved in metrics are scientific (e.g., type of model, and how processes are included or parameterized in the 
models). Choices of time frames and climate impact are policy-related and cannot be based on science alone, but scientific studies can 
be used to analyse different approaches and policy choices.

Figure 8.28 |  (a) The Absolute Global Warming Potential (AGWP) is calculated by 
integrating the RF due to emission pulses over a chosen time horizon; for example, 20 
and 100 years (vertical lines). The GWP is the ratio of AGWP for component i over AGWP 
for the reference gas CO2. The blue hatched field represents the integrated RF from a 
pulse of CO2, while the green and red fields represent example gases with 1.5 and 13 
years lifetimes, respectively. (b) The Global Temperature change Potential (GTP) is based 
on the temperature response at a selected year after pulse emission of the same gases; 
e.g., 20 or 100 years (vertical lines). See Supplementary Material Section 8.SM.11 for 
equations for calculations of GWP and GTP.
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on the relative weight assigned to effects at different times. Other 
important choices include the background atmosphere on which the 
GWP calculations are superimposed, and the way indirect effects and 
feedbacks are included (see Section 8.7.1.4).

For some gases the variation in GWP with time horizon mainly reflects 
properties of the reference gas, not the gas for which the GWP is cal-
culated. The GWP for NTCFs decreases with increasing time horizon, as 
GWP is defined with the integrated RF of CO2 in the denominator. As 
shown in Figure 8.29, after about five decades the development in the 
GWP for CH4 is almost entirely determined by CO2. However, for long-
lived gases (e.g., SF6) the development in GWP is controlled by both the 
increasing integrals of RF from the long-lived gas and CO2.

8.7.1.3 The Global Temperature change Potential Concept

Compared to the GWP, the Global Temperature change Potential (GTP; 
Shine et al., 2005a) goes one step further down the cause–effect 
chain (Figure 8.27) and is defined as the change in global mean sur-
face temperature at a chosen point in time in response to an emission 
pulse—relative to that of CO2. Whereas GWP is integrated in time 
(Figure 8.28a), GTP is an end-point metric that is based on tempera-
ture change for a selected year, t, (see Figure 8.28b with formula). Like 
for the GWP, the impact from CO2 is normally used as reference, hence, 
for a component i, GTP(t)i = AGTP(t)i / AGTP(t)CO2 = ∆T((t)i /∆T(t)CO2, 
where AGTP is the absolute GTP giving temperature change per unit 
emission (see Supplementary Material Section 8.SM.11 for equations 
and parameter values). Shine et al. (2005a) presented the GTP for both 
pulse and sustained emission changes based on an energy balance 
model as well as analytical equations. A modification was later intro-
duced (Shine et al., 2007) in which the time horizon is determined by 
the proximity to a target year as calculated by using scenarios and 
climate models (see Section 8.7.1.5).

Like GWP, the GTP values can be used for weighting the emissions 
to obtain ‘CO2 equivalents’ (see Section 8.7.1.1). This gives the 

Figure 8.29 |  Development of AGWP-CO2, AGWP-CH4 and GWP-CH4 with time hori-
zon. The yellow and blue curves show how the AGWPs changes with increasing time 
horizon. Because of the integrative nature the AGWP for CH4 (yellow curve) reaches a 
constant level after about five decades. The AGWP for CO2 continues to increase for cen-
turies. Thus the ratio which is the GWP (black curve) falls with increasing time horizon.

 temperature effects of emissions relative to that of CO2 for the chosen 
time horizon. As for GWP, the choice of time horizon has a strong effect 
on the metric values and the calculated contributions to warming.

In addition, the AGTP can be used to calculate the global mean temper-
ature change due to any given emission scenario (assuming linearity) 
using a convolution of the emission scenarios and AGTPi:

 (8.1)

where i is component, t is time, and s is time of emission (Berntsen and 
Fuglestvedt, 2008; Peters et al., 2011b; Shindell et al., 2011).

By accounting for the climate sensitivity and the exchange of heat 
between the atmosphere and the ocean, the GTP includes physical pro-
cesses that the GWP does not. The GTP accounts for the slow response 
of the (deep) ocean, thereby prolonging the response to emissions 
beyond what is controlled by the decay time of the atmospheric con-
centration. Thus the GTP includes both the atmospheric adjustment 
time scale of the component considered and the response time scale 
of the climate system.

The GWP and GTP are fundamentally different by construction and dif-
ferent numerical values can be expected. In particular, the GWPs for 
NTCFs, over the same time frames, are higher than GTPs due to the 
integrative nature of the metric. The GTP values can be significantly 
affected by assumptions about the climate sensitivity and heat uptake 
by the ocean. Thus, the relative uncertainty ranges are wider for the 
GTP compared to GWP (see Section 8.7.1.4). The additional uncertainty 
is a typical trade-off when moving along the cause–effect chain to an 
effect of greater societal relevance (Figure 8.27). The formulation of the 
ocean response in the GTP has a substantial effect on the values; thus 
its characterization also represents a trade-off between simplicity and 
accuracy. As for GWP, the GTP is also influenced by the background 
atmosphere, and the way indirect effects and feedbacks are included 
(see Section 8.7.1.4).

8.7.1.4 Uncertainties and Limitations related to Global Warming 
Potential and Global Temperature change Potential

The uncertainty in the numerator of GWP; that is, the AGWPi (see for-
mula in Figure 8.28a) is determined by uncertainties in lifetimes (or 
perturbation lifetimes) and radiative efficiency. Inclusion of indirect 
effects increases uncertainties (see below). For the reference gas CO2, 
the uncertainty is dominated by uncertainties in the impulse response 
function (IRF) that describes the development in atmospheric concen-
tration that follows from an emission pulse (Joos et al., 2013); see Box 
6.2 and Supplementary Material Section 8.SM.12. The IRF is sensitive 
to model representation of the carbon cycle, pulse size and background 
CO2 concentrations and climate.

Based on a multi-model study, Joos et al. (2013) estimate uncertain-
ty ranges for the time-integrated IRF for CO2 to be ±15% and ±25% 
(5 to 95% uncertainty range) for 20- and 100-year time horizons, 
respectively. Assuming quadratic error propagation, and ±10% uncer-
tainty in radiative efficiency, the uncertainty ranges in AGWP for CO2 
were estimated to be ±18% and ±26% for 20 and 100 years. These 

 

∆𝑇𝑇 𝑡𝑡 = 𝐸𝐸! 𝑠𝑠 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴! 𝑡𝑡 − 𝑠𝑠 𝑑𝑑𝑑𝑑
!
!!   
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 uncertainties affect all metrics that use CO2 as reference. Reisinger et 
al. (2010) and Joos et al. (2013) show that these uncertainties increase 
with time horizon.

The same factors contribute to uncertainties in the GTP, with an addi-
tional contribution from the parameters describing the ocean heat 
uptake and climate sensitivity. In the first presentation of the GTP, 
Shine et al. (2005a) used one time constant for the climate response in 
their analytical expression. Improved approaches were used by Bouch-
er and Reddy (2008), Collins et al. (2010) and Berntsen and Fuglestvedt 
(2008) that include more explicit representations of the deep ocean 
that increased the long-term response to a pulse forcing. Over the 
range of climate sensitivities from AR4, GTP50 for BC was found to vary 
by a factor of 2, the CH4 GTP50 varied by about 50%, while for N2O 
essentially no dependence was found (Fuglestvedt et al., 2010). AGTPs 
for CO2 were also calculated in the multi-model study by Joos et al. 
(2013). They found uncertainty ranges in AGTP that are much larger 
than for AGWP; ±45% and ±90% for 20 and 100 years (5 to 95% 
uncertainty range). These uncertainty ranges also reflect the signal-to-
noise ratio, and not only uncertainty in the physical mechanisms.

There are studies combining uncertainties in various input parameters. 
Reisinger et al. (2011) estimated the uncertainty in the GWP for CH4 
and found an uncertainty of –30 to +40% for the GWP100 and –50 to 
+75% for GTP100 of CH4 (for 5 to 95% of the range). Boucher (2012) 
performed a Monte Carlo analysis with uncertainties in perturbation 
lifetime and radiative efficiency, and for GWP100 for CH4 (assuming a 
constant background atmosphere) he found ±20%, and –40 to +65 for 
GTP100 (for 5 to 95% uncertainty range).

Here we estimate uncertainties in GWP values based on the uncer-
tainties given for radiative efficiencies (Section 8.3.1), perturbation 
lifetimes, indirect effects and in the AGWP for the reference gas CO2 
(see Supplementary Material Section 8.SM.12). For CH4 GWP we esti-
mate an uncertainty of ±30% and ±40% for 20- and 100-year time 
horizons, respectively (for 5 to 95% uncertainty range). The uncertainty 
is dominated by AGWP for CO2 and indirect effects. For gases with life-
times of a century or more the uncertainties are of the order of ±20% 
and ±30% for 20- and 100-year horizons. The uncertainty in GWPs for 
gases with lifetimes of a few decades is estimated to be of the order 
of ±25% and ±35% for 20 and 100 years. For shorter-lived gases, the 
uncertainties in GWPs will be larger (see Supplementary Material Sec-
tion 8.SM.12 for a discussion of contributions to the total uncertainty.) 
For GTP, few uncertainty estimates are available in the literature. Based 
on the results from Joos et al. (2013), Reisinger et al. (2010) and Bou-
cher (2012) we assess the uncertainty to be of the order of ±75% for 
the CH4 GTP100.

The metric values are also strongly dependent on which processes 
are included in the definition of a metric. Ideally all indirect effects 
(Sections 8.2 and 8.3) should be taken into account in the calculation 
of metrics. The indirect effects of CH4 on its own lifetime, tropospher-
ic ozone and stratospheric water have been traditionally included in 
its GWP. Boucher et al. (2009) have quantified an indirect effect on 
CO2 when fossil fuel CH4 is oxidized in the atmosphere. Shindell et 
al. (2009) estimated the impact of reactive species emissions on both 
gaseous and aerosol forcing species and found that ozone precursors, 

including CH4, had an additional substantial climate effect because 
they increased or decreased the rate of oxidation of SO2 to sulphate 
aerosol. Studies with different sulphur cycle formulations have found 
lower sensitivity (Collins et al., 2010; Fry et al., 2012). Collins et al. 
(2010) postulated an additional component to their GWPs and GTPs 
for ozone precursors due to the decreased productivity of plants under 
higher levels of surface ozone. This was estimated to have the same 
magnitude as the ozone and CH4 effects. This effect, however, has 
so far only been examined with one model. In a complex and inter-
connected system, feedbacks can become increasingly complex, and 
uncertainty of the magnitude and even direction of feedback increases 
the further one departs from the primary perturbation, resulting in a 
trade-off between completeness and robustness, and hence utility for 
decision-making.

Gillett and Matthews (2010) included climate–carbon feedbacks in 
calculations of GWP for CH4 and N2O and found that this increased 
the values by about 20% for 100 years. For GTP of CH4 they found 
an increase of ~80%. They used numerical models for their studies 
and suggest that climate–carbon feedbacks should be considered and 
parameterized when used in simple models to derive metrics. Col-
lins et al. (2013) parameterize the climate-carbon feedback based on 
Friedlingstein et al. (2006) and Arora et al. (2013) and find that this 
more than doubles the GTP100 for CH4. Enhancement of the GTP for 
CH4 due to carbon–climate feedbacks may also explain the higher GTP 
values found by Reisinger et al. (2010).

The inclusion of indirect effects and feedbacks in metric values has 
been inconsistent in the IPCC reports. In SAR and TAR, a carbon model 
without a coupling to a climate model was used for calculation of IRF 
for CO2 (Joos et al., 1996), while in AR4 climate-carbon feedbacks were 
included for the CO2 IRF (Plattner et al., 2008). For the time horizons 
20 and 100 years, the AGWPCO2 calculated with the Bern3D-LPJ model 
is, depending on the pulse size, 4 to 5% and 13 to 15% lower, respec-
tively, when carbon cycle–climate feedbacks are not included (Joos 
et al., 2013). While the AGWP for the reference gas CO2 included cli-
mate–carbon feedbacks, this is not the case for the non-CO2 gas in the 
numerator of GWP, as recognized by Gillett and Matthews (2010), Joos 
et al. (2013), Collins et al. (2013) and Sarofim (2012). This means that 
the GWPs presented in AR4 may underestimate the relative impacts 
of non-CO2 gases. The different inclusions of feedbacks partially repre-
sent the current state of knowledge, but also reflect inconsistent and 
ambiguous definitions. In calculations of AGWP for CO2 in AR5 we use 
the IRF for CO2 from Joos et al. (2013) which includes climate–carbon 
feedbacks. Metric values in AR5 are presented both with and without 
including climate–carbon feedbacks for non-CO2 gases. This feedback 
is based on the carbon-cycle response in a similar set of models (Arora 
et al., 2013) as used for the reference gas (Collins et al., 2013).

The effect of including this feedback for the non-reference gas increas-
es with time horizon due to the long-lived nature of the initiated CO2 
perturbation (Table 8.7). The relative importance also increases with 
decreasing lifetime of the component, and is larger for GTP than GWP 
due to the integrative nature of GWP. We calculate an increase in the 
CH4 GWP100 of 20%. For GTP100, however, the changes are much larger; 
of the order of 160%. For the shorter time horizons (e.g., 20 years) 
the effect of including this feedback is small (<5%) for both GWP 
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Table 8.7 |  GWP and GTP with and without inclusion of climate–carbon feedbacks (cc fb) in response to emissions of the indicated non-CO2 gases (climate-carbon feedbacks in 
response to the reference gas CO2 are always included).

Lifetime (years) GWP20 GWP100 GTP20 GTP100

CH4
b 12.4a No cc fb 84 28 67 4

With cc fb 86 34 70 11

HFC-134a 13.4 No cc fb 3710 1300 3050 201

With cc fb 3790 1550 3170 530

CFC-11 45.0 No cc fb 6900 4660 6890 2340

With cc fb 7020 5350 7080 3490

N2O 121.0a No cc fb 264 265 277 234

With cc fb 268 298 284 297

CF4
50,000.0 No cc fb 4880 6630 5270 8040

With cc fb 4950 7350 5400 9560

and GTP. For the more long-lived gases the GWP100 values increase 
by 10 to 12%, while for GTP100 the increase is 20 to 30%. Table 8.A.1 
gives metric values including the climate–carbon feedback for CO2 
only, while Supplementary Material Table 8.SM.16 gives values for all 
halocarbons that include the climate–carbon feedback. Though uncer-
tainties in the carbon cycle are substantial, it is likely that including 
the climate–carbon feedback for non-CO2 gases as well as for CO2 
provides a better estimate of the metric value than including it only 
for CO2.

Emission metrics can be estimated based on a constant or variable 
background climate and this influences both the adjustment times and 
the concentration–forcing–temperature relationships. Thus, all metric 
values will need updating due to changing atmospheric conditions 
as well as improved input data. In AR5 we define the metric values 
with respect to a constant present-day condition of concentrations and 
climate. However, under non-constant background, Joos et al. (2013) 
found decreasing CO2 AGWP100 for increasing background levels (up to 
23% for RCP8.5). This means that GWP for all non-CO2 gases (except 
CH4 and N2O) would increase by roughly the same magnitude. Reising-
er et al. (2011) found a reduction in AGWP for CO2 of 36% for RCP8.5 
from 2000 to 2100 and that the CH4 radiative efficiency and AGWP 
also decrease with increasing CH4 concentration. Accounting for both 
effects, the GWP100 for CH4 would increase by 10 to 20% under low 
and mid-range RCPs by 2100, but would decrease by up to 10% by 
mid-century under the highest RCP. While these studies have focused 
on the background levels of GHGs, the same issues apply for tempera-
ture. Olivié et al. (2012) find different temperature IRFs depending on 
the background climate (and experimental set up).

User related choices (see Box 8.4) such as the time horizon can greatly 
affect the numerical values obtained for CO2 equivalents. For a change 
in time horizon from 20 to 100 years, the GWP for CH4 decreases by 
a factor of approximately 3 and its GTP by more than a factor of 10. 
Short-lived species are most sensitive to this choice. Some approaches 
have removed the time horizon from the metrics (e.g., Boucher, 2012), 
but discounting is usually introduced which means that a discount rate 

r (for the weighting function e–rt) must be chosen instead. The choice of 
discount rate is also value based (see WGIII, Chapter 3).

For NTCFs the metric values also depend on the location and timing 
of emission and whether regional or global metrics are used for these 
gases is also a choice for the users. Metrics are usually calculated for 
pulses, but some studies also give metric values that assume constant 
emissions over the full time horizon (e.g., Shine et al., 2005a; Jacobson, 
2010). It is important to be aware of the idealized assumption about 
constant future emissions (or change in emissions) of the compound 
being considered if metrics for sustained emissions are used.

8.7.1.5 New Metric Concepts

New metric concepts have been developed both to modify physical 
metrics to address shortcomings as well as to replace them with met-
rics that account for economic dimensions of problems to which met-
rics are applied. Modifications to physical metrics have been proposed 
to better represent CO2 emissions from bioenergy, regional patterns of 
response, and for peak temperature limits.

Emissions of CO2 from the combustion of biomass for energy in nation-
al emission inventories are currently assumed to have no net RF, based 
on the assumption that these emissions are compensated by biomass 
regrowth (IPCC, 1996). However, there is a time lag between combus-
tion and regrowth, and while the CO2 is resident in the atmosphere 
it leads to an additional RF. Modifications of the GWP and GTP for 
bioenergy (GWPbio, GTPbio) have been developed (Cherubini et al., 2011; 
Cherubini et al., 2012). The GWP bio give values generally between zero 
(current default for bioenergy) and one (current for fossil fuel emissions) 
(Cherubini et al., 2011), and negative values are possible for GTPbio 
due to the fast time scale of atmospheric–ocean CO2 exchange relative 
to the growth cycle of biomass (Cherubini et al., 2012). GWPbio and 
GTPbio have been used in only a few applications, and more research is 
needed to assess their robustness and applicability. Metrics for bioge-
ophysical effects, such as albedo changes, have been proposed (Betts, 
2000; Rotenberg and Yakir, 2010) , but as for NTCFs regional variations 

Notes:

Uncertainties related to the climate–carbon feedback are large, comparable in magnitude to the strength of the feedback for a single gas.
a Perturbation lifetime is used in the calculation of metrics.
b These values do not include CO2 from methane oxidation. Values for fossil methane are higher by 1 and 2 for the 20 and 100 year metrics, respectively (Table 8.A.1).
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are important (Claussen et al., 2001) and the RF concept may not be 
adequate (Davin et al., 2007).

New concepts have also been developed to capture information 
about regional patterns of responses and cancelling effects that are 
lost when global mean metrics are used. The use of nonlinear damage 
functions to capture information on the spatial pattern of responses 
has been explored (Shine et al., 2005b; Lund et al., 2012). In addi-
tion, the Absolute Regional Temperature Potential (ARTP) (Shindell, 
2012; Collins et al., 2013) has been developed to provide estimates 
of impacts at a sub-global scale. ARTP gives the time-dependent tem-
perature response in four latitude bands as a function of the regional 
forcing imposed in all bands. These metrics, as well as new regional 
precipitation metrics (Shindell et al., 2012b), require additional studies 
to determine their robustness.

Alternatives to the single basket approach adopted by the Kyoto Pro-
tocol are a component-by-component approach or a multi-basket 
approach (Rypdal et al., 2005; Daniel et al., 2012; Sarofim, 2012; Jack-
son, 2009). Smith et al. (2012) show how peak temperature change is 
constrained by cumulative emissions (see 12.5.4) for gases with long 
lifetimes and emissions rates for shorter-lived gases (including CH4). 
Thus, they divide gases into two baskets and present two metrics that 
can be used for estimating peak temperature for various emission sce-
narios. This division of gases into the two baskets is sensitive to the 
time of peak temperature in the different scenarios. The approach uses 
time invariant metrics that do not account for the timing of emissions 
relative to the target year. The choice of time horizon is implicit in the 
scenario assumed and this approach works only for a peak scenario.

A number of new metrics have been developed to add economic 
dimensions to purely physically based metrics such as the GWP and 
GTP. The use of physical metrics in policy contexts has been criticized 
by economists (Reilly and Richards, 1993; Schmalensee, 1993; Hammitt 
et al., 1996; Reilly et al., 1999; Bradford, 2001; De Cara et al., 2008). A 
prominent use of metrics is to set relative prices of gases when imple-
menting a multi-gas policy. Once a particular policy has been agreed 
on, economic metrics can address policy goals more directly than phys-
ical metrics by accounting not only for physical dimensions but also 
for economic dimensions such as mitigation costs, damage costs and 
discount rates (see WGIII, Chapter 3; Deuber et al., 2013).

For example, if mitigation policy is set within a cost-effectiveness 
framework with the aim of making the least cost mix of emissions 
reductions across components to meet a global temperature target, 
the ‘price ratio’ (Manne and Richels, 2001), also called the Global Cost 
Potential (GCP) (Tol et al., 2012), most directly addresses the goal. The 
choice of target is a policy decision; metric values can then be calcu-
lated based on an agreed upon target. Similarly, if policy is set within 
a cost–benefit framework, the metric that directly addresses the policy 
goal is the ratio of the marginal damages from the emission of a gas 
(i.e., the damage costs to society resulting from an incremental increase 
in emissions) relative to the marginal damages of an emission of CO2, 
known as the Global Damage Potential (GDP) (Kandlikar, 1995). Both 
types of metrics are typically determined within an integrated climate–
economy model, since they are affected both by the response of the 
climate system as well as by economic factors.

If other indexes, such as the GWP, are used instead of an economic 
cost-minimizing index, costs to society will increase. Cost implications 
at the project or country level could be substantial under some cir-
cumstances (Godal and Fuglestvedt, 2002; Shine, 2009; Reisinger et 
al., 2013). However, under idealized conditions of full participation in 
mitigation policy, the increase is relatively small at the global level, 
particularly when compared to the cost savings resulting from a multi- 
(as opposed to single-) gas mitigation strategy even when based on 
an imperfect metric (O’Neill, 2003; Aaheim et al., 2006; Johansson et 
al., 2006; Johansson, 2012; Reisinger et al., 2013; Smith et al., 2013).

Purely physical metrics continue to be used in many contexts due at 
least in part to the added uncertainties in mitigation and damage 
costs, and therefore in the values of economic metrics (Boucher, 2012). 
Efforts have been made to view purely physical metrics such as GWPs 
and GTPs as approximations of economic indexes. GTPs, for example, 
can be interpreted as an approximation of a Global Cost Potential 
designed for use in a cost-effectiveness setting (Shine et al., 2007; Tol 
et al., 2012). Quantitative values for time-dependent GTPs reproduce 
in broad terms several features of the Global Cost Potential such as the 
rising value of metrics for short-lived gases as a climate policy target is 
approached (Tanaka et al., 2013). Figure 8.30 shows how contributions 
of N2O, CH4 and BC to warming in the target year changes over time. 
The contributions are given relative to CO2 and show the effects of 
emission occurring at various times. Similarly, GWPs can be interpret-
ed as approximations of the Global Damage Potential designed for a 
cost–benefit framework (Tol et al., 2012). These interpretations of the 
GTP and GWP imply that using even a purely physical metric in an eco-
nomic policy context involves an implicit economic valuation.

In both cases, a number of simplifying assumptions must be made 
for these approximations to hold (Tol et al., 2012). For example, in 
the case of the GWP, the influence of emissions on RF, and therefore 
implicitly on costs to society, beyond the time horizon is not taken 
into account, and there are substantial numerical differences between 
GWP and GDP values (Marten and Newbold, 2012). In the case of the 
GTP, the influence of emissions on temperature change (and costs) is 

Figure 8.30 |  Global Temperature change Potential (GTP(t)) for CH4, nitrous oxide 
and BC for each year from year of emission to the time at which the temperature 
change target is reached. The (time-invariant) GWP100 is also shown for N2O and CH4 
for  comparison.
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 included only at the time the target is reached, but not before nor 
after. Other metrics have been developed to more closely approximate 
GCPs or GDPs. The Cost-Effective Temperature Potential (CETP) repro-
duces values of the GCP more closely than does the GTP (Johansson, 
2012). It is similar to the GTP but accounts for post-target temperature 
effects based on an assumption about how to value costs beyond the 
time the target is reached. Metrics have also been proposed that take 
into account forcing or temperature effects that result from emissions 
trajectories over broad time spans, and that behave similarly to GCP 
and GTP (Tanaka et al., 2009; Manning and Reisinger, 2011) or to GWP 
(e.g., O’Neill, 2000; Peters et al., 2011a; Gillett and Matthews, 2010; 
Azar and Johansson, 2012).

8.7.1.6 Synthesis

In the application and evaluation of metrics, it is important to distin-
guish between two main sources of variation in metric values. While 
scientific choices of input data have to be made, there are also choic-
es involving value judgements. For some metrics such choices are not 
always explicit and transparent. The choice of metric type and time 
horizon will for many components have a much larger effect than 
improved estimates of input parameters and can have strong effects 
on perceived impacts of emissions and abatement strategies.

In addition to progress in understanding of GWP, new concepts have 
been introduced or further explored since AR4. Time variant metrics 
introduce more dynamical views of the temporal contributions that 
accounts for the proximity to a prescribed target (in contrast to the tra-
ditional static GWP). Time variant metrics can be presented in a format 
that makes changing metric values over time predictable.

As metrics use parameters further down the cause effect chain the met-
rics become in general more policy relevant, but at the same time the 
uncertainties increase. Furthermore, metrics that account for regional 
variations in sensitivity to emissions or regional variation in response 
could give a very different emphasis to various emissions. Many spe-
cies, especially NTCFs, produce distinctly regionally heterogeneous RF 
and climate response patterns. These aspects are not accounted for in 
the commonly used global scale metrics.

The GWPs and GTPs have had inconsistent treatment of indirect effects 
and feedbacks. The GWPs reported in AR4 include climate–carbon 
feedbacks for the reference gas CO2 but not for the non-CO2 gases. 
Such feedbacks may have significant impacts on metrics and should be 
treated consistently. More studies are needed to assess the importance 
of consistent treatment of indirect effects/feedbacks in metrics.

The weighting of effects over time—choice of time horizon in the 
case of GWP and GTP—is value based. Discounting is an alternative, 
which also includes value judgements and is equally controversial. The 
weighting used in the GWP is a weight equal to one up to the time hori-
zon and zero thereafter, which is not in line with common approaches 
for evaluation of future effects in economics (e.g., as in WGIII, Chapter 
3). Adoption of a fixed horizon of e.g., 20, 100 or 500 years will inev-
itably put no weight on the long-term effect of CO2 beyond the time 
horizon (Figure 8.28 and Box 6.1). While GWP integrates the effects up 
to a chosen time horizon the GTP gives the temperature just for one 

chosen year with no weight on years before or after. The most appro-
priate metric depends on the particular application and which aspect 
of  climate change is considered relevant in a given context. The GWP 
is not directly related to a temperature limit such as the 2°C target 
(Manne and Richels, 2001; Shine et al., 2007; Manning and Reisinger, 
2011; Smith et al., 2012; Tol et al., 2012; Tanaka et al., 2013), whereas 
some economic metrics and physical end-point metrics like the GTP 
may be more suitable for this purpose.

To provide metrics that can be useful to the users and policymakers 
a more effective dialog and discussion on three topics is needed: (1) 
which applications particular metrics are meant to serve; (2) how com-
prehensive metrics need to be in terms of indirect effects and feed-
backs, and economic dimensions; and—related to this (3) how impor-
tant it is to have simple and transparent metrics (given by analytical 
formulations) versus more complex model-based and thus model-de-
pendent metrics. These issues are also important to consider in a wider 
disciplinary context (e.g., across the IPCC Working Groups). Finally, it 
is important to be aware that all metric choices, even ‘traditional’ or 
‘widely used’ metrics, contain implicit value judgements as well as 
large uncertainties.

8.7.2 Application of Metrics

8.7.2.1 Metrics for Carbon Dioxide, Methane, Nitrous Oxide, 
Halocarbons and Related Compounds

Updated (A)GWP and (A)GTP values for CO2, CH4, N2O, CFCs, HCFCs, 
bromofluorocarbons, halons, HFCs, PFCs, SF6, NF3, and related halogen-
containing compounds are given for some illustrative and tentative 
time horizons in Tables 8.7, 8.A.1 and Supplementary Material Table 
8.SM.16. The input data and methods for calculations of GWPs and 
GTPs are documented in the Supplementary Material Section 8.SM.13. 
Indirect GWPs that account for the RF caused by depletion of strat-
ospheric ozone (consistent with Section 8.3.3) are given for selected 
gases in Table 8.A.2.

The confidence in the ability to provide useful metrics at time scales of 
several centuries is very low due to nonlinear effects, large uncertain-
ties for multi-century processes and strong assumptions of constant 
background conditions. Thus, we do not give metric values for longer 
time scales than 100 years (see discussion in Supplementary Material 
Section 8.SM.11). However, these time scales are important to consider 
for gases such as CO2, SF6 and PFCs. For CO2, as much as 20 to 40% of 
the initial increase in concentration remains after 500 years. For PFC-
14, 99% of an emission is still in the atmosphere after 500 years. The 
effects of emissions on these time scales are discussed in Chapter 12.

The GWP values have changed from previous assessments due to 
new estimates of lifetimes, impulse response functions and radiative 
efficiencies. These are updated due to improved knowledge and/or 
changed background levels. Because CO2 is used as reference, any 
changes for this gas will affect all metric values via AGWP changes. 
Figure 8.31 shows how the values of radiative efficiency (RE), integrat-
ed impulse response function (IRF) and consequentially AGWP for CO2 
have changed from earlier assessments relative to AR5 values. The net 
effect of change in RE and IRF is an increase of approximately 1% and 
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6% from AR4 to AR5 in AGWP for CO2 for 20 and 100 years, respective-
ly (see Supplementary Material Section 8.SM.12). These increases in 
the AGWP of the reference gas lead to corresponding decreases in the 
GWPs for all non-CO2 gases. Continued increases in the atmospheric 
levels of CO2 will lead to further changes in GWPs (and GTPs) in the 
future.

To understand the factors contributing to changes relative to AR4, 
comparisons are made here using the AR5 values that include climate–
carbon feedbacks for CO2 only. Relative to AR4 the CH4 AGWP has 
changed due to changes in perturbation lifetime, a minor change in RE 
due to an increase in background concentration, and changes in the 
estimates of indirect effects. The indirect effects on O3 and stratospheric 
H2O are accounted for by increasing the effect of CH4 by 50% and 15%, 
respectively (see Supplementary Material Table 8.SM.12). The ozone 
effect has doubled since AR4 taking into account more recent studies 
as detailed in Sections 8.3.3 and 8.5.1. Together with the changes in 
AGWP for CO2 the net effect is increased GWP values of CH4.

The GWPs for N2O are lower here compared to AR4. A longer perturba-
tion lifetime is used in AR5, while the radiative efficiency is lower due 
to increased abundances of CH4 and N2O. In addition, the reduction in 
CH4 via stratospheric O3, UV fluxes and OH levels due to increased N2O 
abundance is included in GWPs and GTP. Owing to large uncertainties 
related to altitude of changes, we do not include the RF from strato-
spheric ozone changes as an indirect effect of N2O.

Lifetimes for most of the halocarbons are taken from WMO (2011) and 
many of these have changed from AR4. The lifetimes of CFC-114, CFC-
115 and HCF-161 are reduced by approximately 40%, while HFC-152 

Figure 8.31 |  Changes in the radiative efficiency (RE), integrated impulse response 
function (IRF) and Absolute Global Warming Potential (AGWP) for CO2 for 100 years 
from earlier IPCC Assessment Reports normalized relative to the values given in AR5. 
The ‘original’ values are calculated based on the methods explained or value reported 
in each IPCC Assessment Report. The ‘updated’ values are calculated based on the 
methods used in AR5, but the input values from each Assessment Report. The differ-
ence is primarily in the formula for the RE, which was updated in TAR. The different 
integrated IRF in TAR relates to a different parameterisation of the same IRF (WMO, 
1999). Changes represent both changes in scientific understanding and a changing 
background atmospheric CO2 concentration (note that y-axis starts from 0.8). The lines 
connecting individual points are meant as a visual guide and not to represent the values 
between different Assessment Reports.

is reduced by one third. Among the hydrofluoroethers (HFEs) there are 
also several large changes in lifetimes. In addition, substantial updates 
of radiative efficiencies are made for several important gases; CFC-
11, CFC-115, HCFC-124, HCFC-225cb, HFC-143a, HFC-245fa, CCl4, 
CHCl3, and SF6. The radiative efficiency for carbon tetrachloride (CCl4) 
is higher now and the GWP100 has increased by almost 25% from 
AR4. Uncertainties in metric values are given in Section 8.7.1.4. See 
also Supplementary Material Section 8.SM.12 and footnote to Table 
8.A.1. As can be seen from Table 8.A.2, some ODS have strong indi-
rect effects through stratospheric ozone forcing, which for some of the 
gases reduce their net GWP100 values substantially (and for the halons, 
to large negative values). Note that, consistent with Section 8.3.3, the 
uncertainties are large; ±100% for this indirect effect.

When climate-carbon feedbacks are included for both the non-CO2 and 
reference gases, all metric values increase relative to the methodolo-
gy used in AR4, sometimes greatly (Table 8.7, Supplementary Material 
Table 8.SM.16). Though the uncertainties range for these metric values 
is greater, as uncertainties in climate-carbon feedbacks are substantial, 
these calculations provide a more consistent methodology.

8.7.2.2 Metrics for Near-Term Climate Forcers

The GWP concept was initially used for the WMGHGs, but later for 
NTCFs as well. There are, however, substantial challenges related to 
calculations of GWP (and GTP) values for these components, which 
is reflected in the large ranges of values in the literature. Below we 
present and assess the current status of knowledge and quantification 
of metrics for various NTCFs.

8.7.2.2.1 Nitrogen oxides

Metric values for NOX usually include the short-lived ozone effect, 
CH4 changes and the CH4-controlled O3 response. NOX also causes RF 
through nitrate formation, and via CH4 it affects stratospheric H2O and 
through ozone it influences CO2. In addition, NOx affects CO2 through 
nitrogen deposition (fertilization effect). Due to high reactivity and 
the many nonlinear chemical interactions operating on different time 
scales, as well as heterogeneous emission patterns, calculation of net 
climate effects of NOX is difficult. The net effect is a balance of large 
opposing effects with very different temporal behaviours. There is also 
a large spread in values among the regions due to variations in chem-
ical and physical characteristics of the atmosphere.

As shown in Table 8.A.3 the GTP and GWP values are very different. 
This is due to the fundamentally different nature of these two metrics 
(see Figure 8.28) and the way they capture the temporal behaviour of 
responses to NOx emissions. Time variation of GTP for NOX is complex, 
which is not directly seen by the somewhat arbitrary choices of time 
horizon, and the net GTP is a fine balance between the contributing 
terms. The general pattern for NOX is that the short-lived ozone forc-
ing is always positive, while the CH4-induced ozone forcing and CH4 
forcing are always negative (see Section 8.5.1). Nitrate aerosols from 
NOx emission are not included in Table 8.A.3. For the GTP, all estimates 
for NOX from surface sources give a negative net effect. As discussed 
in Section 8.7.1.4 Collins et al. (2010) and Shindell et al. (2009) imple-
mented further indirect effects, but these are not included in Table 
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8.A.3 due to large uncertainties. The metric estimates for NOX reflect 
the level of knowledge, but they also depend on experimental design, 
treatment of transport processes, and modelling of background levels. 
The multi-model study by Fry et al. (2012) shows the gaseous chemistry 
response to NOX is relatively robust for European emissions, but that 
the uncertainty is so large that for some regions of emissions it is not 
possible to conclude whether NOX causes cooling or warming.

8.7.2.2.2 Carbon monoxide and volatile organic compounds

Emissions of carbon monoxide (CO) and volatile organic compounds 
(VOCs) lead to production of ozone on short time scales. By affecting 
OH and thereby the levels of CH4 they also initiate a positive long-term 
ozone effect. With its lifetime of 2 to 3 months, the effect of CO emis-
sions is less dependent on location than is the case for NOX (see Table 
8.A.4). There is also less variation across models. However, Collins et 
al. (2010) found that inclusion of vegetation effects of O3 increased the 
GTP values for CO by 20 to 50%. By including aerosol responses Shin-
dell et al. (2009) found an increase in GWP100 by a factor of ~2.5. CO of 
fossil origin will also have a forcing effect by contributing to CO2 levels. 
This effect adds 1.4 to 1.6 to the GWP100 for CO (Daniel and Solomon, 
1998; Derwent et al., 2001). (The vegetation and aerosol effects are not 
included in the numbers in Table 8.A.4.)

VOC is not a well-defined group of hydrocarbons. This group of gases 
with different lifetimes is treated differently across models by lump-
ing or using representative key species. However, the spread in metric 
values in Table 8.A.5 is moderate across regions, with highest values 
for emissions in South Asia (of the four regions studied). The effects 
via ozone and CH4 cause warming, and the additional effects via inter-
actions with aerosols and via the O3–CO2 link increase the warming 
effect further. Thus, the net effects of CO and VOC are less uncertain 
than for NOX for which the net is a residual between larger terms of 
opposite sign. However, the formation of SOAs is usually not included 
in metric calculations for VOC, which introduces a cooling effect and 
increased uncertainty.

8.7.2.2.3 Black carbon and organic carbon

Most of the metric values for BC in the literature include the aero-
sol–radiation interaction and the snow/ice albedo effect of BC, though 
whether external or internal mixing is used varies between the studies. 
Bond et al. (2011) calculate GWPs and find that when the albedo effect 
is included the values increase by 5 to 15%. Studies have shown, how-
ever, that the climate response per unit forcing to this mechanism is 
stronger than for WMGHG (see Section 7.5).

Bond et al. (2013) assessed the current understanding of BC effects 
and calculated GWP and GTP for BC that includes aerosol–radiation 
interaction, aerosol–cloud interactions and albedo. As shown in Table 
8.A.6 the uncertainties are wide for both metrics (for 90% uncertain-
ty range) reflecting the current challenges related to understanding 
and quantifying the various effects (see Sections 7.5, 8.3.4 and 8.5.1). 
Their aerosol–radiation interaction effect is about 65% of the total 
effect while the albedo effect is approximately 20% of the aerosol–
radiation interaction effect. Based on two studies (Rypdal et al., 2009; 
Bond et al., 2011), the GWP and GTP metrics were found to vary with 

the region where BC is emitted by about ±30% . For larger regions 
of emissions, Collins et al. (2013) calculated GWPs and GTPs for the 
direct effect of BC and found somewhat lower variations among the 
regions.

Several studies have focused on the effects of emissions of BC and 
OC from different regions (Bauer et al., 2007; Koch et al., 2007; Naik 
et al., 2007; Reddy and Boucher, 2007; Rypdal et al., 2009). However, 
examination of results from these models (Fuglestvedt et al., 2010) 
reveals that there is not a robust relationship between the region of 
emission and the metric value — hence, regions that yield the highest 
metric value in one study, do not, in general, do so in the other studies.

The metric values for OC are quite consistent across studies, but fewer 
studies are available (see Table 8.A.6). A brief overview of metric 
values for other components is given in the Supplementary Material 
Section 8.SM.14.

8.7.2.2.4 Summary of status of metrics for near-term climate forcers

The metrics provide a format for comparing the magnitudes of the 
various emissions as well as for comparing effects of emissions from 
different regions. They can also be used for comparing results from 
different studies. Much of the spread in results is due to differences in 
experimental design and how the models treat physical and chemical 
processes. Unlike most of the WMGHGs, many of the NTCFs are tightly 
coupled to the hydrologic cycle and atmospheric chemistry, leading to 
a much larger spread in results as these are highly complex processes 
that are difficult to validate on the requisite small spatial and short 
temporal scales. The confidence level is lower for many of the NTCF 
compared to WMGHG and much lower where aerosol–cloud interac-
tions are important (see Section 8.5.1). There are particular difficulties 
for NOX, because the net impact is a small residual of opposing effects 
with quite different spatial distributions and temporal behaviour. 
Although climate–carbon feedbacks for non-CO2 emissions have not 
been included in the NTCF metrics (other than CH4) presented here, 
they can greatly increase those values (Collins et al., 2013) and likely 
provide more realistic results.

8.7.2.3 Impact by Emitted Component

We now use the metrics evaluated here to estimate climate impacts 
of various components (in a forward looking perspective). Figure 8.32 
shows global anthropogenic emissions of some selected components 
weighted by the GWP and GTP. The time horizons are chosen as exam-
ples and illustrate how the perceived impacts of components—relative 
to the impact of the reference gas—vary strongly as function of impact 
parameter (integrated RF in GWP or end-point temperature in GTP) 
and with time horizon.

We may also calculate the temporal development of the temperature 
responses to pulse or sustained emissions using the AGTP metric. 
Figure 8.33 shows that for a one-year pulse the impacts of NTCF decay 
quickly owing to their atmospheric adjustment times even if effects are 
prolonged due to climate response time (in the case of constant emis-
sions the effects reach approximately constant levels since the emis-
sions are replenished each year, except for CO2, which has a  fraction 
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remaining in the atmosphere on time scales of centuries). Figure 8.33 
also shows how some components have strong short-lived effects of 
both signs while CO2 has a weaker initial effect but one that persists 
to create a long-lived warming effect. Note that there are large uncer-
tainties related to the metric values (as discussed in Section 8.7.1.4); 
especially for the NTCFs.

These examples show that the outcome of comparisons of effects of 
emissions depends strongly on choice of time horizon and metric type. 
Such end-user choices will have a strong influence on the calculat-
ed contributions from NTCFs versus WMGHGs or non-CO2 versus CO2 
emissions. Thus, each specific analysis should use a design chosen in 
light of the context and questions being asked.

8.7.2.4 Metrics and Impacts by Sector

While the emissions of WMGHGs vary strongly between sectors, the cli-
mate impacts of these gases are independent of sector. The latter is not 
the case for chemically active and short-lived components, due to the 
dependence of their impact on the emission location. Since most sectors 
have multiple co-emissions, and for NTCFs some of these are warm-
ing while others are cooling, the net impact of a given sector requires 
explicit calculations. Since AR4, there has been significant progress in 
the understanding and quantification of climate impacts of NTCFs from 
sectors such as transportation, power production and biomass burning 
(Berntsen and Fuglestvedt, 2008; Skeie et al., 2009; Stevenson and Der-
went, 2009; Lee et al., 2010; Unger et al., 2010; Dahlmann et al., 2011). 
Supplementary Material Table 8.SM.18 gives an overview of recent pub-
lished metric values for various components by sector.

The impact from sectors depends on choice of metric, time horizon, 
pulse versus sustained emissions and forward versus backward looking 
perspective (see Section 8.7.1 and Box 8.4). Unger et al. (2010) calcu-
lated RF for a set of components emitted from each sector. RF at chosen 
points in time (20 and 100 years) for sustained emissions was used by 
Unger et al. (2010) as the metric for comparison. This is  comparable 
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to using integrated RF up to the chosen times for pulse emissions (as 
in GWPs). Such studies are relevant for policymaking that focuses on 
regulating the total activity of a sector or for understanding the con-
tribution from a sector to climate change. On the other hand, the fixed 
mix of emissions makes it less general and relevant for emission sce-
narios. Alternatively, one may adopt a component-by-component view 
which is relevant for policies directed towards specific components (or 
sets of components, as controlling an individual pollutant in isolation 
is usually not practical). But this view will not capture interactions and 
non-linearities within the suite of components emitted by most sectors. 
The effects of specific emission control technologies or policies or pro-
jected societal changes on the mix of emissions is probably the most 
relevant type of analysis, but there are an enormous number of possi-
ble actions and regional details that could be investigated. Henze et al. 
(2012) demonstrate a method for providing highly spatially resolved 
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estimates of forcing per component, and caution that RF aggregated 
over regions or sectors may not represent the impacts of emissions 
changes on finer scales.

Metrics for individual land-based sectors are often similar to the global 
mean metric values (Shindell et al., 2008). In contrast, metrics for emis-
sions from aviation and shipping usually show large differences from 
global mean metric values (Table 8.A.3 versus Table 8.SM.18). Though 
there can sometimes be substantial variation in the impact of land-
based sectors across regions, and for a particular region even from one 
sector to another, variability between different land-based sources is 
generally smaller than between land, sea and air emissions.

NOx from aviation is one example where the metric type is especial-
ly important. GWP20 values are positive due to the strong response 
of short-lived ozone. Reported GWP100 and GTP100 values are of either 
sign, however, due to the differences in balance between the individ-
ual effects modelled. Even if the models agree on the net effect of 
NOX, the individual contributions can differ significantly, with large 
uncertainties stemming from the relative magnitudes of the CH4 and 
O3 responses (Myhre et al., 2011) and the background tropospheric 
concentrations of NOX (Holmes et al., 2011; Stevenson and Derwent, 
2009). Köhler et al. (2013), find strong regional sensitivity of ozone 
and CH4 to NOX particularly at cruise altitude. Generally, they find the 
strongest effects at low latitudes. For the aviation sector contrails and 
contrail induced cirrus are also important. Based on detailed studies 
in the literature, Fuglestvedt et al. (2010) produced GWP and GTP for 
contrails, water vapor and contrail-induced cirrus.

The GWP and GTPs for NOX from shipping are strongly negative for 
all time horizons. The strong positive effect via O3 due to the low-NOX 
environment into which ships generally emit NOX is outweighed by the 
stronger effect on CH4 destruction due to the relatively lower latitudes 
of these emissions compared to land-based sources.

In addition to having large emissions of NOX the shipping sector has 
large emission of SO2. The direct GWP100 for shipping ranges from –11 
to –43 (see Supplementary Material Table 8.SM.18). Lauer et al. (2007) 
reported detailed calculations of the indirect forcing specifically for this 
sector and found a wide spread of values depending on the emission 
inventory. Righi et al. (2011) and Peters et al. (2012) calculate indirect 
effects that are 30 to 50% lower than the indirect forcing reported by 
Lauer et al. (2007). The values from Shindell and Faluvegi (2010) for 
SO2 from power generation are similar to those for shipping.

Although the various land transport sectors often are treated as one 
aggregate (e.g., road transport) there are important subdivisions. For 
instance, Bond et al. (2013) points out that among the BC-rich sec-
tors they examined, diesel vehicles have the most clearly positive net 
impact on forcing. Studies delving even further have shown substantial 
differences between trucks and cars, gasoline and diesel vehicles, and 
low-sulphur versus high-sulphur fuels. Similarly, for power production 
there are important differences depending on fuel type (coal, oil, gas; 
e.g., Shindell and Faluvegi, 2010).

In the assessment of climate impacts of current emissions by sectors 
we give examples and apply a forward-looking perspective on effects 

in terms of temperature change. The AGTP concept can be used to 
study the effects of the various components for chosen time horizons. 
A single year’s worth of current global emissions from the energy and 
industrial sectors have the largest contributions to warming after 100 
years (see Figure 8.34a). Household fossil fuel and biofuel, biomass 
burning and on-road transportation are also relatively large contribu-
tors to warming over 100-year time scales. Those same sectors, along 
with sectors that emit large amounts of CH4 (animal husbandry, waste/
landfills and agriculture), are most important over shorter time hori-
zons (about 20 years; see Figure 8.34b).

Analysing climate change impacts by using the net effect of particular 
activities or sectors may—compared to other perspectives—provide 
more insight into how societal actions influence climate. Owing to 
large variations in mix of short- and long-lived components, as well 
as cooling and warming effects, the results will also in these cases 
depend strongly on choice of time horizon and climate impact param-
eter. Improved understanding of aerosol–cloud interactions, and how 
those are attributed to individual components is clearly necessary to 
refine estimates of sectoral or emitted component impacts.

(     )

(     )

Figure 8.34 | Net global mean temperature change by source sector after (a) 100 
and (b) 20 years (for 1-year pulse emissions). Emission data for 2008 are taken from 
the EDGAR database. For BC and OC anthropogenic emissions are from Shindell et al. 
(2012a) and biomass burning emissions are from Lamarque et al. (2010), see Supple-
mentary Material Section 8.SM.17. There are large uncertainties related to the AGTP 
values and consequentially also to the calculated temperature responses (see text).

(a)

(b)
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Table 8.A.2 |  Halocarbon indirect GWPs from ozone depletion using the EESC-based 
method described in WMO (2011), adapted from Daniel et al. (1995). A radiative forcing 
in year 2011 of –0.15 (–0.30 to 0.0) W m–2 relative to preindustrial times is used (see 
Section 8.3.3). Uncertainty on the indirect AGWPs due to the ozone forcing uncertainty 
is ±100%.

Gas    GWP100

CFC-11 –2640

CFC-12 –2100

CFC-113 –2150

CFC-114 –914

CFC-115 –223

HCFC-22 –98

HCFC-123 –37

HCFC-124 –46

HCFC-141b –261

HCFC-142b –152

CH3CCl3 –319

CCl4 –2110

 CH3Br –1250

Halon-1211 –19,000

Halon-1301 –44,500

Halon-2402 –32,000

HCFC-225ca –40

HCFC-225cb –60

GWP GTP

H = 20 H = 100 H = 20 H = 100

NOX East Asiaa 6.4 (±38.1) –5.3 (±11.5) –55.6 (±23.8) –1.3 (±2.1)

NOX EU + North Africaa –39.4 (±17.5) –15.6 (±5.8) –48.0 (±14.9) –2.5 (±1.3)

NOX North Americaa –2.4 (±30.3) –8.2 (±10.3) –61.9 (±27.8) –1.7 (±2.1)

NOX South Asiaa –40.7 (±88.3) –25.3 (±29.0) –124.6 (±67.4) –4.6 (±5.1)

NOX four above regionsa –15.9 (±32.7) –11.6 (±10.7) –62.1 (±26.2) –2.2 (±2.1)

Mid-latitude NOxc –43 to +23 –18 to +1.6 –55 to –37 –2.9 to –0.02

Tropical NOx
c 43 to 130 –28 to –10 –260 to –220 –6.6 to –5.4

NOX globalb 19 –11 –87 –2.9

NOX globald
–108 ± 35

–335 ± 110
–560 ± 279

–31 ± 10
–95 ± 31
–159 ± 79

Table 8.A.3 |  GWP and GTP for NOX from surface sources for time horizons of 20 and 100 years from the literature. All values are on a per kilogram of nitrogen basis. Uncertainty 
for numbers from Fry et al. (2012) and Collins et al. (2013) refer to 1-σ. For the reference gas CO2, RE and IRF from AR4 are used in the calculations. The GWP100 and GTP100 values 
can be scaled by 0.94 and 0.92, respectively, to account for updated values for the reference gas CO2. For 20 years the changes are negligible.

Notes:
a Fry et al. (2012) (updated by including stratospheric H2O) and Collins et al. (2013).
b Fuglestvedt et al. (2010); based on Wild et al. (2001).
c Fuglestvedt et al. (2010).
d Shindell et al. (2009). Three values are given: First, without aerosols, second, direct aerosol effect included (sulfate and nitrate), third, direct and indirect aerosol effects included. Uncertainty 

ranges from Shindell et al. (2009) are given for 95% confidence levels.
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GWP GTP

H = 20 H = 100 H = 20 H = 100
CO East Asiaa 5.4 (±1.7) 1.8 (±0.6) 3.5 (±1.3) 0.26 (±0.12)

CO EU + North Africaa 4.9 (±1.5) 1.6 (±0.5) 3.2 (±1.2) 0.24 (±0.11)

CO North Americaa 5.6 (±1.8) 1.8 (±0.6) 3.7 (±1.3) 0.27 (±0.12)

CO South Asiaa 5.7 (±1.3) 1.8 (±0.4) 3.4 (±1.0) 0.27 (±0.10)

CO four regions abovea 5.4 (±1.6) 1.8 (±0.5) 3.5 (±1.2) 0.26 (±0.11)

CO globalb 6 to 9.3 2 to 3.3 3.7 to 6.1 0.29 to 0.55

CO globalc
7.8 ± 2.0
11.4 ± 2.9
18.6 ± 8.3

2.2 ± 0.6
3.3 ± 0.8
5.3 ± 2.3

GWP GTP

H = 20 H = 100 H = 20 H = 100

BC total, globalc 3200 (270 to 6200) 900 (100 to 1700) 920 (95 to 2400) 130 (5 to 340)

BC (four regions)d 1200 ± 720 345 ± 207 420 ± 190 56 ± 25

BC globala 1600 460 470 64

BC aerosol–radiation interaction +albedo, globalb 2900 ± 1500 830 ± 440

OC globala –240 –69 –71 –10

OC globalb –160 (–60 to –320) –46 (–18 to –19)

OC (4 regions)d –160 ± 68 –46 ± 20 –55 ± 16 –7.3±2.1

GWP GTP
H = 20 H = 100 H = 20 H = 100

VOC East Asiaa 16.3 (±6.4) 5.0 (±2.1) 8.4 (±4.6) 0.7 (±0.4)

VOC EU + North Africaa 18.0 (±8.5) 5.6 (±2.8) 9.5 (±6.5) 0.8 (±0.5)

VOC North Americaa 16.2 (±9.2) 5.0 (±3.0) 8.6 (±6.4) 0.7 (±0.5)

VOC South Asiaa 27.8 (±5.6) 8.8 (±1.9) 15.7 (±5.0) 1.3 (±0.5)

VOC four regions above 18.7 (±7.5) 5.8 (±2.5) 10.0 (±5.7) 0.9 (±0.5)

VOC globalb 14 4.5 7.5 0.66

Table 8.A.4 |  GWP and GTP for CO for time horizons of 20 and 100 years from the literature. Uncertainty for numbers from Fry et al. (2012) and Collins et al. (2013) refer to 1-σ. 
For the reference gas CO2, RE and IRF from AR4 are used in the calculations. The GWP100 and GTP100 values can be scaled by 0.94 and 0.92, respectively, to account for updated 
values for the reference gas CO2. For 20 years the changes are negligible.

Notes:
a Fry et al. (2012) (updated by including stratospheric H2O) and Collins et al. (2013).
b Fuglestvedt et al. (2010).
c Shindell et al. (2009). Three values are given: First, without aerosols, second, direct aerosol effect included, third, direct and indirect aerosol effects included. Uncertainty ranges from Shindell et 

al. (2009) are given for 95% confidence levels.

Table 8.A.5 |  GWP and GTP for VOCs for time horizons of 20 and 100 years from the literature. Uncertainty for numbers from Fry et al. (2012) and Collins et al. (2013) refer to 
1-σ. For the reference gas CO2, RE and IRF from AR4 are used in the calculations. The GWP100 and GTP100 values can be scaled by 0.94 and 0.92, respectively, to account for updated 
values for the reference gas CO2. For 20 years the changes are negligible.

Notes:
a Fry et al. (2012) (updated by including stratospheric H2O) and Collins et al. (2013).
b Fuglestvedt et al. (2010) based on Collins et al. (2002).

The values are given on a per kilogram of C basis.

Table 8.A.6 | GWP and GTP from the literature for BC and OC for time horizons of 20 and 100 years. For the reference gas CO2, RE and IRF from AR4 are used in the calculations. 
The GWP100 and GTP100 values can be scaled by 0.94 and 0.92, respectively, to account for updated values for the reference gas CO2. For 20 years the changes are negligible.

Notes:
a Fuglestvedt et al. (2010).
b Bond et al. (2011). Uncertainties for OC are asymmetric and are presented as ranges.
c Bond et al. (2013). Metric values are given for total effect.
d Collins et al. (2013). The four regions are East Asia, EU + North Africa, North America and South Asia (as also given in Fry et al., 2012). Only aerosol-radiation interaction is included.


